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Abstract—Datacenter clusters often run data-intensive jobs in parallel for improving resource utilization and cost efficiency. The performance of parallel jobs is often constrained by the cluster’s hard-to-scale network bisection bandwidth. Various solutions have been proposed to address the issue, however, most of them do not consider inter-job data dependencies and schedule jobs independently from one another. In this work, we find that aggregating and co-locating the data and tasks of dependent jobs offer an extra opportunity for data locality improvement that can help to greatly enhance the performance of jobs. We propose and design Dawn, a dependency-aware network-adaptive scheduler that includes an online plan and an adaptive task scheduler. The online plan, taking job dependencies into consideration, determines where (i.e., preferred racks) to place tasks in order to proactively aggregate dependent data. The task scheduler, based on the output of online plan and dynamic network status, adaptively schedules tasks to co-locate with the dependent data in order to take advantage of data locality. We implement Dawn on Apache Yarn and evaluate it on physical and virtual clusters using various machine learning and query workloads. Results show that Dawn effectively improves cluster throughput by up to 73% and 38% compared to Fair Scheduler and ShuffleWatcher, respectively. Dawn not only significantly enhances the performance of jobs with dependency, but also works well for jobs without dependency.
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1 INTRODUCTION

Over the past decade, big data computing clusters with hundreds or thousands of servers have become increasingly common. Such data-parallel clusters usually deploy highly scalable computing frameworks like MapReduce [1] and Apache Tez [2] to run data-intensive parallel jobs for improving utilization and cost efficiency [3], [4], [5]. The performance of parallel jobs is often constrained by the cluster’s hard-to-scale network for several reasons. First, jobs use network to read input data, as the input is randomly spread across several machines in a cluster. Second, jobs usually consist of intermediate data shuffle phases such as shuffle and join. Finally, when data flows generated by consecutive jobs are dependent, network is also used for transferring dependent data between jobs. Meanwhile, recent researches have shown that cross-rack network traffic is much higher than the cross-node traffic [6], [7], [8], [9] in clusters. Thus, our goal is to reduce cross-rack network traffic by improving rack-level data locality.

To improve the locality, several previous job schedulers (e.g., FIFO, Capacity, and Fair) employ techniques like delay scheduling [10] to optimize input data locality, but do not address other network-intensive phases (e.g., shuffle). Recent effort ShuffleWatcher [3] attempts to localize the shuffle phase of a MapReduce job by scheduling reducers on the same rack with most mappers. Results show that ShuffleWatcher achieves better locality for a single job with no dependency. However, it does not consider inter-job data dependencies, scheduling them independently from one another.

Many real-world workloads inherently exhibit strong job dependencies. Within the workload, a job often relies on the output of others, and it has to wait until all the parent jobs are finished. Such dependencies are usually presented as Directed Acyclic Graph (DAG). For instance, machine learning (ML) [11] and complex query [12] workloads usually have jobs exhibiting multiple levels of dependencies. In each level, specific jobs need to read the output from jobs in prior level and transfer result to jobs in subsequent level. However, without considering job dependencies, a traditional task scheduler, e.g., delay scheduling or ShuffleWatcher, would blindly place tasks, which generate the output of jobs in prior level, in different racks. Such placement may result in dependent data being spread over the cluster randomly so that the subsequent jobs have to read data using cross-rack network. This incurs significant network traffic and prolongs the overall completion time.

In fact, the availability of dependency profile allows us to carefully place dependent data to improve data locality. We can plan online and determine where, e.g., in which particular racks, tasks generating dependent data should be scheduled in the cluster. Thus, the dependent data can be aggregated. By adaptively co-locating aggregated data and tasks in the subsequent jobs, we can then improve the locality and free up more network bandwidth.

However, leveraging the dependency profile should address several challenges. First, complex dependency rela-
tionship makes it difficult to determinate the optimal aggregation locations. For example, for certain dependent data, it could be the input of several jobs. Each of these jobs could rely on other dependent data. Second, co-locating data and tasks should adapt to dynamic network status [3] in clusters so as to further reduce network traffic. A detailed discussion is described in Section 2.4.

With this intuition, we propose Dawn, a Dependency-Aware Network adaptive scheduler that takes job dependencies into consideration and utilizes the dynamic network status to improve rack-level data locality. Dawn includes an online plan and an adaptive task scheduler. The online plan determines the preferred racks for tasks of each job based on their input data locations and job dependencies. The adaptive task scheduler, when it sees a rack has free resource (e.g., slot in Hadoop1.x and container in Apache Yarn [13]), tries to pick the most suitable job to schedule on that rack based on the current network status.

In a nutshell, Dawn tries to assign tasks generating dependent data in a gathered manner, in contrast to existing schedulers where tasks are scattered in the cluster. In its online plan, Dawn relies on two components, proactive task aggregation and dependency-aware task assignment, to determine preferred racks for tasks in different stages of the job (e.g., map and reduce stages) respectively. The proactive task aggregation aims to aggregate tasks in early stages (e.g., map stage) to realize intermediate data aggregation. The dependency-aware task assignment is to determine preferred racks for tasks in the final stage (e.g., reduce stage). It not only leverages the aggregated intermediate data to exploit data locality, but also tries to proactively maximize dependent data aggregation to further benefit subsequent jobs that are dependent on this current job.

Network load is highly dynamic in clusters [3], which can be utilized to guide schedule regarding when to schedule the task to its preferred racks so as to achieve more balanced network load. During unsaturated network periods, the adaptive task scheduler leverages the available network bandwidth to schedule a task that aggregates intermediate/dependent data. During saturated periods, it schedules a task that benefits from data aggregation, e.g., its dependent data has been aggregated on it preferred racks by tasks in prior stages.

We implement Dawn on Apache Yarn, and evaluate it in physical and virtual clusters using various MapReduce and Tez benchmark workloads that contain ML and complex queries. Results show that Dawn effectively improves cluster throughput by up to 73% and 38%, and reduces average workload completion time by up to 66% and 35%, compared to Fair Scheduler and ShuffleWatcher, respectively. Dawn also works well for jobs without dependency.

Our contributions mainly lie in the design, development, and evaluation of a new dependency-aware network adaptive job scheduler that significantly improves the cluster throughput and job performance for popular data-intensive parallel jobs with strong dependency.

A preliminary version of this paper appeared in the Proc. of IEEE ICAC’2017 [14]. In this significantly extended version, we have analyzed job dependencies in representative ML and query workloads and redesigned Dawn with online plan balancing algorithm. We have performed new experiments on a physical cluster to evaluate the performance of Dawn. We have also extended experiments to evaluate the sensitivity to cluster load.

The rest of this paper is organized as follows. Section 2 gives case study and motivations. Section 3 describes the design of Dawn. Section 4 gives the system implementation. Section 5 and Section 6 present the experimental setup and evaluation results. Section 7 reviews related work. Section 8 concludes the paper.

2 Motivation

We first introduce the importance of reducing cross-rack network traffic, and then analyze representative ML and query workloads to illustrate the job dependencies. After that, we provide a case study to show the potential gain of designing a dependency-aware scheduler. Finally, we validate dynamic network status in clusters and show that the dependency-aware scheduler can be further improved when adapting to the network status.

2.1 Network Bottleneck and Cross-rack Bandwidth

Datacenter clusters often run data-intensive jobs in parallel for improving resource utilization and cost efficiency. However, those jobs can cause a great volume of network traffic, imposing a serious constraint on the efficiency of data analytic applications [15], [16]. For instance, data is frequently transferred between nodes because of input data read, intermediate data shuffle, and dependent data transfer during the map, shuffle, and reduce stages [17], [18], [19]. As a result, network could become a potential bottleneck of a cluster with multiple data-intensive jobs running [18], [20].

Datacenters typically employ bandwidth over-subscription in the network for cost saving. Large datacenters usually have the bandwidth over-subscription ratios ranging from 2:1 to 20:1 or even higher [7], [8], [9], [21], meaning that the bandwidth at the aggregation layer (i.e., inter-rack layer) of network topology could be lower than the intra-rack bandwidth. When all nodes in clusters are concurrently communicating, the cross-rack bandwidth available for each node is much less than the bandwidth available within a rack [8], [10], [22] (e.g., 1-40 Gbps). Thus, our goal is to improve rack-level data locality so as to reduce cross-rack network traffic.

2.2 Dependency Analysis

In many workloads, data flows generated between consecutive jobs are dependent. In other words, a job often relies on the output of other jobs, and it has to wait until all parent jobs finish. To understand the job dependencies, we analyze two types of workloads: (a) five ML workloads from Hi-Bench [23], namely, PageRank [24], K-means [25] and Bayes Classification [26], and (b) TPC-H query workloads [27].

Our analysis shows that these workloads typically exhibit strong job dependencies, as illustrated in Figure 1. The output of one job could become the input of several other jobs, and the input of one job could also come from the output of several other jobs. Figure 2 further plots the DAG depth of each workload. We can see that the median DAG has a depth of five.
Among all the jobs analyzed, 80% of them depend on the output of other jobs, and 47% of them depend on at least two jobs. Dependent data aggregation benefits these 80% subsequent dependent jobs at the expense of proactive map task aggregation conducted in the rest 20% first-level non-dependent jobs.

Figure 3 compares the dependent and intermediate data size of the subsequent jobs with the input data size of the first-level jobs by plotting their percentages in the total size. Specifically, the dependent and intermediate data size is divided into several parts based on the sequence of the DAG level. For example, the first part from the bottom in the dependent data size represents the data size in DAG’s second level jobs. The result shows that both dependent data size and intermediate data size are much larger than the input data size, indicating the potential gain of the proactive data aggregation. For instance, the average ratio of dependent data size and intermediate data size to the input data size in machine learning workloads is about 1/12. In iterative ML workloads such as PageRank and K-means, DAG contains iterative jobs across different levels. Thus, dependent and intermediate data size repeats across different levels of jobs (i.e., the 3rd to the 10th levels in K-means). In TPC-H queries, the intermediate data size varies across different levels of jobs. For instance, the intermediate data size in some jobs (e.g., 3rd level jobs in query 11) is much smaller than the dependent data size due to query operations such as SELECT and INTERSECT. There also exist query operations such as JOIN and ORDER in which intermediate data size is equal to or larger than the dependent data size [28], [29].

### 2.3 Dependency-Aware Case Study

Without loss of generality, we simulate cross-rack traffic via a small scale cross-node case study. The cross-node bandwidth is set to be 50 MBps. We created a 5-node cluster and ran 12 parallel MapReduce jobs with dependency. The cluster was configured with one master and four slave nodes. Figure 4(a) shows the dependency relationship between jobs. The relationship that one job depends on the output from other two jobs is common in ML workloads and TPC-H queries as shown in Figure 1. Specifically, jobs 1 to 8 belong to first level in the DAG and jobs 9 to 12 are in the second level. Each job contains 4 tasks in map stage and 2 tasks in reduce stage. To make it simple, the map task has 1 GB input data and the input size for reduce task is 2 GB. For each job in the first level, input data is evenly distributed in the cluster (i.e., one slave contains the input for one task).

The case study contains two parts: (1) we assume that 4 map tasks of each first level job are evenly distributed in the cluster and each task processes its input locally, and focus on how to leverage the dependency to schedule reduce tasks so as to reduce network traffic. (2) we further analyze the impact of map task scheduling to the dependency-aware scheduler in the first part.

#### 2.3.1 Reduce Task Scheduling

After map tasks finished, intermediate data of each first level job is distributed in the cluster. Figure 4(b) shows the schedule of reduce tasks by existing schedulers (e.g., delay
scheduling and ShuffleWatcher) that do not consider the
dependency. These schedulers will randomly place reduce
tasks in the first level jobs, thus the dependent data (i.e.,
output of first level jobs) is spread out in the cluster. Note
that the randomness comes from dependency unawareness.
For example, job 1’s reduce tasks schedule is viewed as
random with respect to that of job 2, and vice versa. Here
$R^1_{j1}$ and $R^2_{j2}$ refer to the output data from reduce tasks 1
and 2 in job $i$. For the jobs in level two, such dependent
data distribution requires cross-node data read in either map or
reduce stage.

In fact, if we carefully place reduce tasks, the output
data, on which jobs in next level depend, can be aggregated
within one node as shown in Figure 4(c). We can then
calculate the tasks of subsequent jobs with the data they
depend on. By doing this, the jobs can run entirely on the
same node to utilize data locality (i.e., running job 9 on
node 1 and job 10 on node 2). In Figure 5, we compare
these two different schedulers, i.e., dependency-unaware
vs. dependency-aware, in terms of normalized overall job
completion time and cross-node traffic. Results show that
job completion time can be reduced by 22% and the cross-
ode traffic can be reduced by 25% by making scheduler
dependency aware.

Table 1 gives the detailed network traffic in each stage
of job 1 and job 9. For dependency-aware scheduler, the
traffic incurred by reduce tasks in job 1 remains the same
as the dependency-unaware scheduler. However, the traffic
incurred by job 9 is zero. In contrast, dependency-unaware
scheduler leads to more network traffic in reduce stage since
the dependent data is spread in the cluster (we assume that
all tasks in map stage can achieve locality).

2.3.2 Map Task Scheduling

In this section, we analyze the impact of map task schedul-
ing to the dependency-aware scheduler. If map tasks are
scheduled to one slave in order to aggregate intermediate
data, the remote input read leads to network traffic. Howev-
er, benefit is that the traffic from reduce tasks becomes zero
when we schedule the tasks to the slave with aggregated
intermediate data. Detailed network traffic of job 1 and
job 9 in this scene is shown in Table 1. Note that, the
total network traffic is not further reduced compared to
the dependency-aware scheduler without map aggregation.
This is because we assume that, without map aggregation,
al map tasks can achieve data locality. However, previous
researches have shown that map stage locality is hard to
be fully achieved [3], [10]. Thus, map task scheduling in
aggregate fashion could further reduce total network traffic.

Map aggregation incurs the remote input read when the
input data is spread in the cluster. In fact, for all jobs
within a DAG, only a few of them, which does not depend
on other jobs, contain the spreading input data. For most
jobs that depend on others (80% as analyzed in Section 2.2),
their input data (i.e. dependent data), which comes from the
output of prior jobs, has been aggregated through the reduce
task scheduling. Thus, for these jobs, the map aggregation
would not introduce traffic anymore. Such benefit would
far exceed the network traffic sacrifice of map aggregation
in the few jobs.

Overall, with dependency-aware scheduler, we proac-
tively aggregate intermediate/dependent data through
map/reduce task aggregation to improve data locality in
subsequent jobs. Although the task aggregation in map
stage may incur extra network traffic, it is worthwhile
noting the resulted higher data locality in reduce stage and
jobs in the subsequent level.

In above case study, we only focus on where to schedule
tasks based on the dependency. In a more complex scenario,
we need to know when to schedule tasks to their aggregated
destinations. Next, we discuss dynamic network status and
how to adapt to such dynamics in order to reduce the impact
of extra traffic caused by map aggregation.
2.4 Dynamic Network Status in Clusters

Data-intensive parallel jobs not only involve network-intensive phases such as remote input data read and intermediate data shuffle, but also contain network non-intensive phases which do not exacerbate the load on cluster network. These non-intensive phases refer to CPU, memory or disk intensive phases such as computation and sort in reduce tasks. The overlapping of network-intensive phases results in high network load in a cluster. Meanwhile, the overlapping of the network non-intensive phases leads to low network load.

Previous work has shown that cross-rack network load is quite saturated during some periods, while unsaturated during others when the job submission follows an exponential distribution [3]. To understand the network load in clusters with production workloads, we analyze the publicly available trace from Google datacenters [30], [31]. Specifically, we run mixed ML workloads from Table 2 using Fair scheduler in a 25-node physical cluster with 6 racks. The workload submission follows the submission rate in the Google trace for a period of 12 hours as shown in Figure 6(a). In the 12-hour period, 1,417 workloads containing total 38,572 jobs are submitted. Figure 6(b) shows the measured cross-rack network traffic in the final two hours. From the figure, we can see that network load is quite bursty and saturated during some periods (e.g., 4th min to 14th min), while leaving it under-utilized during other periods (e.g., 40th min to 52th min). These unsaturated periods offer an opportunity for network adaptive scheduling.

Summary: To leverage the opportunity of dynamic network load, we can schedule a task (e.g., map) that incurs network traffic during unsaturated periods. Meanwhile, we can schedule the task that benefits from data aggregation to improve data locality and free up network bandwidth during saturated periods. Thus, we need an online plan to determine suitable locations for data aggregation, and a network adaptive scheduler to select the most suitable task from parallel jobs to schedule in real time, in order to maximize data locality while improving network utilization and cluster throughput.

3 System Design

In this section, we present the design of Dawn that co-locates aggregated data and tasks to achieve good rack-level data locality based on job dependencies. Dawn first detects job dependencies from the workload DAG. It then employs an online plan to determine the preferred racks for tasks in each job. Based on network status and online plan, Dawn adaptively schedules the most suitable task to the rack with free resource. Figure 7 shows the architecture of Dawn. We describe the functionality of each component as follows:

- Dependency detector takes the workload DAG as input and extracts the dependent relationship among jobs.
- Online plan determines the preferred racks of each job based on its current stage (e.g., map or reduce). Tasks in a job are only scheduled to preferred racks of the job. For each preferred rack, online plan also estimates the network traffic when tasks are scheduled to the rack.
- Adaptive task scheduler monitors the network status of the cluster and schedules tasks according to preferred racks in the online plan. When there is a free resource in a rack available for task scheduling, the scheduler selects a job whose preferred racks include this rack and schedules one task from the job.

3.1 Dependency Detector

In a workload, job dependencies are often described in the form of Directed Acyclic Graph which is available in the workload documentation. Each vertex represents a job and each edge a dependency. As one example, we can interpret the edge \((x,y)\) as job \(y\) relies on the output of job \(x\). For a non-iterative workload (e.g., query), DAG depth is deterministic. For an iterative workload (e.g., iterative ML), DAG depth is in direct proportion to the number of iterations. If the convergence threshold is pre-defined by users, the number of iterations would be fixed up to the threshold and thus the depth is deterministic. For ML workloads evaluated in this paper, we set the fixed number of iterations based on the default convergence threshold in the benchmarks.

The dependency detector extracts the complex dependent relationship among jobs in two steps. First, we identify these inter-job dependencies in the DAG and store the dependencies in matrix \(D\), where the non-zero element \(d_{x,y}\) refers to the dependency between job \(x\) and \(y\). Second, for each job in the DAG, we profile the dependency of this job. For certain job \(x\), several next level jobs could read its output data (i.e., dependent data). Meanwhile, the next level jobs may also read the output/dependent data from other jobs.

For ease of explanation, we introduce some notations. We use \(Next_x\) to represent the set of subsequent jobs that depend on job \(x\): \(Next_x = \{job y \mid d_{x,y} = 1\}\). For each job \(y\) in \(Next_x\), its dependent data may come from several previous jobs. So we use \(Prev_{x,y}\) to present the set of the previous jobs except job \(x\): \(Prev_{x,y} = \{job z \mid d_{z,y} = 1, z \neq x\}\). The dependency of job \(x\) consists of the set \(Next_{x}\) and all sets \(Prev_{x,y}\) of each job \(y\). To highlight the output of
dependency detector. Figure 8 shows a simple example with 5 jobs at two levels. For job 2, the set \( N_{ext2} = \{ \text{job 4, job 5} \} \), which represents next jobs. Meanwhile, the dependent data of job 4 and job 5 also comes from one extra job. So the \( \text{Prev}_{2,4} = \{ \text{job 1} \} \) and \( \text{Prev}_{2,5} = \{ \text{job 3} \} \).

### 3.2 Online Plan

Online plan determines which racks are preferred to schedule tasks during each stage within the job. It is comprised of two components: (a) proactive task aggregation and (b) dependency-aware task assignment. The former component focuses on aggregating tasks in early stages to realize intermediate data aggregation within the job, so that the tasks in the subsequent stages can be assigned to the same racks to achieve data locality. The latter one determines the preferred racks for tasks in the final stage. It leverages the aggregated intermediate data to exploit data locality and proactively maximizes dependent data aggregation to further benefit the proactive task aggregation of future jobs.

Both two components are to maximally exploit the rack level data locality that refers to input data locality and intermediate data locality. That is to minimize the cross-rack network traffic. Therefore, given R-rack cluster, we formulate it as a network optimization problem:

\[
\text{minimize } \text{Network\_Cost}_r,
\]

where \( \text{Network\_Cost}_r \) represents the estimated traffic that will be incurred when we schedule tasks in rack \( r \). We model \( \text{Network\_Cost}_r \) based on different job stages.

For a MapReduce job, the proactive task aggregation is performed in map stage while the dependency-aware task assignment is performed in reduce stage. Below, we first present the two components for MapReduce jobs in map and reduce stage separately, and then show how to extend the components to support general jobs.

#### 3.2.1 Proactive Task Aggregation in Map Stage

The execution of a MapReduce job consists of two network intensive stages: (a) the map stage which reads input data and (b) the reduce stage which shuffles the intermediate data generated by map stage. Since each job gets only a fraction of the cluster resources for its execution in parallel jobs cluster, there is low intra-job concurrency between different stages. So we assume here that these stages run sequentially for simplicity as previous works [32].

In traditional map stage, task is assigned to a slot/container wherever there is available resource. Thus, the intermediate data is scattered in the cluster and reduce tasks often need to read data remotely. In our plan, we aim to proactively aggregate map tasks within one rack, so that tasks in the subsequent stage can be assigned to the same rack to achieve data locality.

**Network traffic model:** For R-rack cluster with \( N \) machines per rack, the location of job \( x \) input data in the cluster is defined as an array \( \text{In}^{\text{Node}}_{x,r} \) that contains \( R \) array elements \( \text{In}^{\text{Node}}_{x,r} \) (\( r \) ranges from 1 to \( R \)) representing the location within each rack \( r \). For popular file system HDFS [33] with three input data replications, the calculation of \( \text{In}^{\text{Node}}_{x,r} \) also involves the extra replications. We then define the \( \text{In}^{\text{Node}}_{x,r} \) as total input blocks number in the cluster and \( \text{In}^{\text{Node}}_{x,r} \) as the number of different input blocks in the \( r \)th rack. When we aggregate the map tasks in rack \( r \), \( \text{Network\_Cost}_r \), can be modeled as the sum of blocks that are not available on rack \( r \):

\[
\text{Network\_Cost}_r = R\_\text{Cost}^r_{\text{min}}(\text{In}) = \text{In}^{\text{Node}}_{x,r} - \text{In}^{\text{Node}}_{x,r}
\]

**Preferred rack:** To minimize \( \text{Network\_Cost}_r \), we select the rack \( \text{max\_map} \) with max available blocks \( \text{max}\{ \text{In}^{\text{Node}}_{x,i}, i = 1 \ldots R \} \) as preferred location. So the minimum traffic \( R\_\text{Cost}^x_{\text{min}}(\text{In}) \) can be represented as:

\[
R\_\text{Cost}^x_{\text{min}}(\text{In}) = \text{In}^{\text{Node}}_{x,\text{max\_map}} - \text{In}^{\text{Node}}_{x,r}
\]

For example, for jobs which benefit from the dependency-aware task assignment in previous jobs, their input data has been aggregated to a certain rack, so that the minimum traffic \( R\_\text{Cost}^x_{\text{min}}(\text{In}) \) is zero. For other jobs whose input data scatters in the cluster, the \( R\_\text{Cost}^x_{\text{min}}(\text{In}) \) could result in extra traffic. However, the dynamic network status allows us to reduce the impact of such traffic through scheduling it during network unsaturated periods.

#### 3.2.2 Dependency-aware Task Assignment in Reduce Stage

In reduce stage, the placement of reduce tasks not only decides the network traffic comes from the intermediate data shuffle, but also decides the location of output data which could constitute dependent data of jobs in next level. Therefore, we determine the preferred racks with two objectives: minimizing intermediate transfer traffic for current job and maximizing dependent data aggregation for jobs in next level.

**Network traffic model in intermediate transfer traffic:**

We use \( \text{Inter}^{\text{Node}}_{x,r} \) to represent the size of intermediate data in rack \( r \). So the \( \text{Network\_Cost}_r \) is modeled as the sum of intermediate data stored in other racks due to no replications.

**Preferred rack:** To minimize intermediate transfer traffic, we select the rack \( \text{max\_reduce} \) which contains the maximum intermediate data \( \text{max}\{ \text{Inter}^{\text{Node}}_{x,i}, i = 1 \ldots R \} \) as preferred one. The minimum traffic \( R\_\text{Cost}^x_{\text{min}}(\text{Inter}) \) is:

\[
R\_\text{Cost}^x_{\text{min}}(\text{Inter}) = \sum_{i=1, i \neq \text{max\_reduce}}^{R} \text{Inter}^{\text{Node}}_{x,i}
\]

**Network traffic model in dependent data aggregation:**

For maximizing dependent data aggregation, we first obtain
the set \( \text{Next}_x \) and all sets \( \text{Prev}_{x,y} \) from the dependency detector. The location of output data for job \( x \) is defined as 
\[
\text{Out}_{x}^{\text{Rack}}
\]
For each job \( y \) in \( \text{Next}_x \), its input data comes from both job \( x \) and the sum of each job \( i \) in \( \text{Prev}_{x,y} \). The input data location is:
\[
\text{In}_{y}^{\text{Rack}} = \text{Out}_{x}^{\text{Rack}} + \sum_{i \in \text{Prev}_{x,y}} \text{Out}_{i}^{\text{Rack}}
\] (5)

We then obtain the \( R_{\text{Cost}}^{\text{min}}(\text{In}) \) of each job \( y \) in \( \text{Next}_x \) based on each \( \text{In}_{y}^{\text{Rack}} \). Note that, the sum of these jobs input cost represents the network cost related to the dependent data from job \( x \). So the \( \text{Network}_{\text{Cost}} \) is:
\[
\text{Network}_{\text{Cost}} = \sum_{i \in \text{Next}_x} R_{\text{Cost}}^{\text{min}}(\text{In})
\] (6)

**Preferred rack:** To minimize \( \text{Network}_{\text{Cost}} \), we need to know the \( \text{Out}_{x}^{\text{Rack}} \) of each job in advance. However, when we schedule tasks, only the output of finished jobs are available. So we use a greedy algorithm to solve the problem. We calculate input data based on currently finished jobs. That is, job \( i \) in \( \sum_{i \in \text{Prev}_{x,y}} \text{Out}_{i}^{\text{Rack}} \) must be finished. We select the rack \( \text{dep}_{\text{reduce}} \) that minimizes the current \( \text{Network}_{\text{Cost}} \), as preferred location. The greedy strategy is to achieve currently optimal dependent data aggregation and make such choice at each schedule to find the global optimum.

After obtaining the rack \( \text{dep}_{\text{reduce}} \), we calculate the network traffic caused by intermediate transfer in job \( x \):
\[
R_{\text{Cost}}^{x}_{\text{dep}}(\text{Inter}) = \sum_{i=1, i \neq \text{dep}_{\text{reduce}}}^{R} |\text{Inter}_{x,i}^{\text{Node}}|
\] (7)

**Summary:** Both \( \text{dep}_{\text{reduce}} \) and \( \text{max}_{\text{reduce}} \) are preferred racks in reduce stage. For jobs whose \( \text{dep}_{\text{reduce}} = \text{max}_{\text{reduce}} \), scheduling tasks on preferred racks results in both minimum network traffic and maximum data aggregation. For other jobs whose \( \text{dep}_{\text{reduce}} \neq \text{max}_{\text{reduce}} \), \( R_{\text{Cost}}^{x}_{\text{dep}}(\text{Inter}) \) is greater than \( R_{\text{Cost}}^{x}_{\text{min}}(\text{Inter}) \) and scheduling tasks on \( \text{dep}_{\text{reduce}} \) brings more traffic. However, the dynamic network status allows us to reduce the impact of such traffic, achieving better data aggregation to benefit the proactive task aggregation in further jobs.

For example, Figure 9 illustrates a simple example showing online plan’s cross-rack traffic reduction for 6 jobs. The data size ratio between different stages is 1:1 for simplicity. Figure 9(a) shows the dependency relationship between these jobs. The cluster level 1 profiles in Figures 9(b) and 9(c) show the intermediate data locations on two racks for level 1 jobs. When scheduling the one reduce task of each level 1 job, ShuffleWatcher assigns the reduce task on the rack with more intermediate data (i.e., job 1 on rack 1, job 2 on rack 2) as shown in Figure 9(b). While this schedule can reduce traffic within the two jobs and only cause 8G+8G cross-rack intermediate data shuffle, the dependent data for the next level jobs is evenly distributed as shown in the cluster level 2 profile. So jobs 5 and 6 have to read 10G+10G data using cross-rack links and the overall cross-rack data is 36G. Note that the 10G+10G traffic does not necessarily come from map stage. If jobs 5 and 6 are launched without map locality, the traffic comes from map tasks. If map locality is achieved, the traffic comes from reduce tasks due to shuffling.

Figure 9(c) shows the preferred rack choice considering dependency. While the schedule in transferring intermediate data sacrifices part of intra-job locality and results in more traffic (i.e., 10G + 10G), jobs 5 and 6 benefit from the dependent data aggregation through co-locating their tasks with dependent data. With the online plan, the jobs only need to transfer 20G data, reducing the traffic by 44%.

### 3.2.3 General Jobs

General jobs refer to those generated by frameworks such as Hive and Apache Tez, which usually contain complex DAG of task stages [2]. Such job DAG contains more than two stages of tasks (job DAG differs from workload DAG), while MapReduce job only contains two stages of tasks (i.e., map stage and reduce stage). There are different communication patterns between adjacent stages such as one-to-one, broadcast and scatter-gather as shown in Figure 10.

The input stage and the output stage in general jobs can be modeled as map stage and reduce stage separately. The rest stages shuffle intermediate data from previous stages, just like shuffle operation in MapReduce jobs. However, they only generate intermediate data. They do not generate dependent data for subsequent jobs. Thus, we determine preferred locations of tasks in these stages to minimize intermediate transfer traffic.

To this end, we obtain the intermediate data array \( \text{Inter}_{x}^{\text{Rack}} \) according to the task placement in the previous stage. We then determine the preferred racks based on the

![Figure 9](image-url)
objective of minimizing intermediate transfer traffic as the model in Eq. (4).

The intermediate data shuffle benefits from the task aggregation in the previous stage, so that the network traffic in a single job without dependency can also be alleviated. This is more evident when the general job contains multiple stages since all subsequent stages, except the input data read stage, can benefit from alleviated network traffic. Though Dawn makes use of dependency to alleviate network traffic, it also works well for a single job without dependency.

3.2.4 Assumption and Discussion

The online plan makes several assumptions. First, we use the whole network traffic between stages to estimate the traffic for each task. This is valid for broadcast and scatter-gather communication pattern. It is also robust for one-to-one case as the data is gathered together most time. Second, input and intermediate data size of each job is assumed to be known. Specifically, the input size (i.e., $\frac{\text{Input}_{x,i}}{\text{Node}}$, $i = 1 \ldots R$) is obtained from the HDFS since we submit the job after finishing the previous jobs on which it depends. The intermediate data size (i.e., $\frac{\text{Intermediate}_{x,i}}{\text{Node}}$, $i = 1 \ldots R$) is estimated based on input/intermediate size ratio instead of assuming that intermediate data size is equal to the input size. Finally, we assume that the job output data will be stored in the same rack where the final tasks are executed. The HDFS supports this assumption [34].

Instead of leveraging job relationship at two levels, one can plan ahead with more job levels. However, we found that very few jobs in the third level or beyond benefit from the online plan since the currently preferred racks become stale before their execution. It only incurs more complex online plan calculation without bringing much further improvement.

3.3 Adaptive Task Scheduler

The adaptive task scheduler coordinates task placement with dynamic network status to achieve better rack-level data locality and more balanced network load. It keeps monitoring cross-rack load and compares it to a threshold to determine whether the network is saturated. When there are free resources in the cluster, it employs a heuristic algorithm, as shown in Algorithm 1, to adaptively schedule tasks.

Algorithm 1 contains three steps. First, it updates online plan and obtains the latest preferred racks of each job when the received heartbeat indicates free resources (line 3). Second, it balances online plan if necessary (line 4). Finally, it selects a job based on the network status (lines 5 to 32) and chooses one task from the job based on its current stage.

3.3.1 Online plan update

The online plan is updated according to Algorithm 2. The algorithm first models different $\text{Network Cost}$, for each job based on its current stage. It then determines preferred racks (i.e., $\text{max x}$ and $\text{dep r}$) and estimates network traffic (i.e., $R \text{Cost}_{\text{min}}^x$ (Input), $R \text{Cost}_{\text{min}}^x$ (Inter) and $R \text{Cost}_{\text{min}}^x$ (Inter)). Specifically, for a new submitted job, we calculate its $\text{max map}$ and estimate the traffic (lines 3 to 5). For a job that finishes map tasks, we calculate $\text{max reduce}$ and $\text{dep reduce}$ based on $\sum_{i \in \text{prev}_{x,y}} \text{Out}_{\text{rack}}$ estimated from currently finished jobs (lines 6 to 12). We also monitor new finished jobs since the last update and recompute $\text{dep reduce}$ when the finished jobs belong to the set of previous jobs $\text{Prev}_{x,y}$ (lines 13 to 16).

3.3.2 Online plan balancing

For each job, online plan identifies the optimal rack for assigning its tasks to. Naturally, for parallel jobs in clusters, different jobs would have different preferred racks and spread over the cluster. However, there is a possibility that several racks (hotspots) are preferred by most jobs. In this case, for the job that prefers the hotspots, its execution time increases due to intense competition for resources in the hotspots, prolonging the execution time of the workload to which the job belongs. In the extreme case when the hotspots are preferred by all jobs and no job prefers the rest racks, job parallelism and resource utilization in clusters decrease.

To address this issue, we balance the preferred racks in Algorithm 3. The algorithm calculates the number of jobs that prefer rack $i$ (i.e., $P_{\text{r}}$) and the number of jobs that prefer rack $\text{max}$ with maximum preferences (i.e., $P_{\text{max}}$). If $P_{\text{max}}$ is larger than $P_{\text{r}}$ to an extent (decided by balancing factor $b$), rack $\text{max}$ is regarded as the hotspot, following which rack $i$ is added into the preferred racks of the job that prefers the rack $\text{max}$ (lines 8 to 11).

The balancing factor $b$ decides the balancing frequency. The range of $b$ is $[0, 1]$. In default experiment, $b$ is set to 0 so that online balancing is only triggered when $P_{\text{r}} = 0$. We explore the impact of $b$ in Section 6.1.4.

3.3.3 Job selection

If the network is saturated, the algorithm sorts jobs in increasing order based on the estimated traffic they would cause (lines 5 to 12). In detail, since each job may contain several preferred racks, the algorithm uses the rack with the smallest traffic to decide the caused traffic for each job in the sorting. From the sorted list, we choose the first job whose preferred racks contain the rack $i$. That is, we schedule the task from a job which would cause minimum network traffic during the saturated period. If the network is not saturated, the jobs are sorted in decreasing order and a job with the maximum network traffic is selected (lines 13 to 21). Then, the algorithm adds more jobs whose preferred racks contain the rack $i$ with the same amount of traffic as the first job, into the selected jobs set (lines 22 to 27).

If the set only contains one job, we just return the job (lines 28 to 29). Otherwise, we consider the node level data distribution within the rack $i$ (lines 31). That is, we select the job which would cause the minimum or maximum cross-node traffic. For simplicity, we skip the details as it adopts the same principle as the rack-level selection.
Algorithm 1 Adaptive task scheduler

1: Receiving heartbeats from all nodes;
2: if A heartbeat from the node in rack $i$ indicating free resource then
3: Update online plan through Algorithm 2;
4: Balance online plan through Algorithm 3;
5: if NetworkSaturated is True then
6: for each job in the parallel jobs do
7: Select the preferred rack with the smallest traffic;
8: end for
9: Sort jobs in increasing order of selected rack’s traffic;
10: do
11: Remove first job in sorted list;
12: while the preferred rack is not rack $i$
13: else
14: for each job in the parallel jobs do
15: Select the preferred rack with the highest traffic;
16: end for
17: Sort jobs in decreasing order of selected rack’s traffic;
18: do
19: Remove first job in sorted list;
20: while the preferred rack is not rack $i$
21: end if
22: Add the latest removed job into the selected jobs set;
23: for job $i$ in remaining jobs do
24: if job $i$ traffic == traffic of selected jobs then
25: Add the job $i$ into the set;
26: end if
27: end for
28: if the set contains one job then
29: return the job
30: else
31: return the job based on node level data distribution
32: end if
33: end if

Algorithm 2 Online plan update

1: Set New = new finished jobs from last update;
2: for each job $x$ in the parallel jobs do
3: if max_map is none then
4: calculate max_map;
5: estimate $R_{C}\text{Cost}_{min}^c (In)$;
6: end if
7: if map tasks finished and max_reduce is none then
8: calculate max_reduce;
9: estimate $R_{C}\text{Cost}_{min}^c (Inter)$;
10: calculate $\sum_{x\in \text{Prev}_x \text{ Out}_x^c} \text{Out}_x^c \text{Rack}$;
11: calculate $\text{dep} \text{reduce}$;
12: estimate $R_{C}\text{Cost}_{dep}^c (Inter)$;
13: else if New contains sets $\text{Prev}_x \text{ Out}_x^c$ then
14: update $\sum_{x\in \text{Prev}_x \text{ Out}_x^c} \text{Out}_x^c \text{Rack}$;
15: update $\text{dep} \text{reduce}$;
16: estimate $R_{C}\text{Cost}_{dep}^c (Inter)$;
17: end if
18: end for

3.4 Starvation, Fairness and Fault Tolerance

Algorithm 1 in adaptive task scheduler sorts jobs in increasing or decreasing order of network traffics based on network status. So a job will not always get a low priority, thus starvation is avoided. When a job needs to shuffle data but the current network is saturated, it gets a low priority. However, this situation does not last long since the job can get a high priority when the network becomes unsaturated.

The objective of Dawn, as ShuffleWatcher, is to improve the cluster throughput without considering the scheduling fairness at the job level. Dawn can support user-level fairness by allocating scheduling opportunity for each user based on a fairness policy.

In the default Fair scheduler, if an entire rack fails, for each affected job, it is possible that only a small fraction of tasks have to be repeated since the job spreads its tasks in the cluster. In Dawn, it is possible that all tasks of the affected job have to be repeated since the tasks are aggregated. However, fewer number of jobs would be affected in Dawn due to task aggregation. Indeed, the total number of tasks to be repeated is same for the two schedulers.

4 IMPLEMENTATION

We implemented Dawn on Apache Yarn (version 2.7.2) by modifying the yarn.server.resourcemanager.

Dependency detector: We added a new member yarn.job.dependency to store the dependency matrix of each workload. The matrix stems from the benchmark documentation which provides the workload DAG (i.e., jobs dependency relationship).

Online plan: We collected the previous task placement from Apache Yarn and stored the output information into a new class called yarn.job.distribution. This class also received the result from dependency detector. We detected the different stages of the job through priority label provided by Apache Yarn. The calculation in online plan happened in the class yarn.job.preferredracks.

Adaptive task scheduler: We used Linux netstat to monitor the network status and implemented a distributed monitoring tool based on Remote Procedure Call (RPC) protocol using Python language. The tool provides an interface so that the Java language in Apache Yarn can call its built-in functions. The core scheduling algorithm was implemented in yarn.server.resourcemanager.scheduling.

5 EVALUATION SETUP

5.1 Testbed

We built two clusters to evaluate the performance of Dawn. Physical Cluster contains 25-node physical machines with one master node and 24 slave nodes. We divided the cluster into 6 sub-clusters, each with 4 slave nodes, and identify the sub-clusters by IP addresses. Each machine has 8-core Intel Xeon processors, 132GB of RAM and 512-TB hard drivers configured as RAID-5. We configure slave machine to run 6 Yarn containers. The aggregate bandwidth from one sub-cluster to another is 500 MBps (as that in ShuffleWatcher [3]) the bandwidth within each sub-cluster is 10 Gbps.

Virtual Cluster is a 37-node testbed in our university cloud. The cloud runs on 8 HP BL460c G6 blade servers
Table 2
ML workloads with different input size.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Label</th>
<th>Input size(GB)</th>
<th>Input data</th>
<th>DAG depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>B1 / B2 / B3</td>
<td>2.5 / 6.5 / 10.2</td>
<td>HiBench</td>
<td>11</td>
</tr>
<tr>
<td>PageRank</td>
<td>B7 / B8 / B9</td>
<td>3.4 / 6.6 / 8.8</td>
<td>HiBench</td>
<td>11</td>
</tr>
<tr>
<td>Bayes Classification</td>
<td>B4 / B5 / B6</td>
<td>5.8 / 7.8 / 11.9</td>
<td>HiBench</td>
<td>8</td>
</tr>
<tr>
<td>Matrix Factorization (MF)</td>
<td>B10 / B11 / B12</td>
<td>4.5 / 5.3 / 7.3</td>
<td>Mahout</td>
<td>21</td>
</tr>
<tr>
<td>Latent Dirichlet Allocation (LDA)</td>
<td>B13 / B14 / B15</td>
<td>6.2 / 8.4 / 10.1</td>
<td>Mahout</td>
<td>18</td>
</tr>
</tbody>
</table>

(a) Throughput.
(b) Average WCT.
(c) Cross-rack traffic.

Fig. 11. Performance comparison on jobs with dependency in two clusters.

interconnected with 10Gbps Ethernet. The cluster contains one master node and 36 slave nodes. We divided it into 6 sub-clusters, each with 6 slaves. Each slave node was configured to run 2 Yarn containers. We use the network utility tools tc and iptables to limit the aggregate bandwidth from one sub-cluster to another to 500 MBps, without limiting the bandwidth within each sub-cluster.

### 5.2 Workloads

We first use workloads consisting of five ML benchmarks drawn from HiBench and Mahout [11] as shown in Table 2. MF [35] uses expectation maximization based alternating least squares algorithm. LDA [36] uses collapsed variational Bayes algorithm. Each benchmark contains several MapReduce jobs with dependency. To emulate a scenario that many different types of ML applications are running in a cluster, we build multiple copies with different input sizes. Benchmark submission follows the submission rate in the Google trace for a period of 4 hours. The virtual cluster uses the first four hours in Figure 6(a) that contains 310 workloads. The physical cluster uses the final four hours that contains 581 workloads. In each submission, we randomly choose a benchmark (i.e., B1 to B15).

To evaluate the benefits of Dawn for complex queries, we then ran 22 queries with 50GB input size from TPCH benchmark, using Hive 2.0.0. We execute these queries via MapReduce engine, so that each query contains several MapReduce jobs with dependency. Similar to Corral [32], the queries are submitted over a period of 10 minutes in the physical cluster and 25 minutes in the virtual cluster, with arrival times chosen uniformly at random.

As mentioned in Section 3.2.3, Dawn also works for general jobs with multiple stages. To evaluate this, we ran the same TPCH queries on Apache Tez [2] framework and each Tez job contains multiple stages.

We conducted experiments against each of the three workloads. Each experiment lasted for a steady-state 4 hours [3] and ran five times. We report the average results.

### 5.3 Baselines and Metrics

We compare Dawn with two online schedulers: Apache Yarn Fair Scheduler (Fair) and ShuffleWatcher. The primary metrics include cluster throughput, average workload completion time (average WCT) and cross-rack network traffic [3], [32]. The cluster throughput denotes the number of finished workloads during the 4 hours experiment. Since number of finished workloads under different schedulers is different, cross-rack network traffic refers to the size of data transferred across different racks per workload.

### 6 Evaluation

We first show the benefits of using Dawn to schedule MapReduce jobs with dependency against Fair and ShuffleWatcher including sensitivity of Dawn to cluster load and its overhead. We then show the performance improvement on general Apache Tez jobs with multiple stages. Finally, we present the discussion about Dawn.

#### 6.1 MapReduce Jobs with Dependency

**6.1.1 Overall Result**

Figure 11 compares Dawn against Fair and ShuffleWatcher in three metrics. Overall, Dawn achieves significant improvements over other two schedulers in two clusters. Moreover, performance improvement in the virtual cluster is better than that in the physical cluster. Because there is more background network traffic in the virtual cluster since it is deployed in a shared cloud. The traffic impacts the accuracy of network status estimation using netstat.

In the physical cluster, with ML workloads, Dawn achieves significant improvement over Fair, with 73% higher throughput, 66% lower average WCT time and 34% lower cross-rack traffic. The experiment on query workloads shows similar results (e.g., 54% throughput improvement and 48% lower average WCT). Fair only employs delay scheduling technique to optimize map tasks locality. Dawn’s
improvements result from better locality for tasks in both subsequent stages and future jobs. In virtual cluster, Dawn improves throughput over Fair by 65% and 43% for ML and query workloads, respectively.

ML workloads achieve better performance improvement than queries. The reasons are twofold. On the one hand, the submission rate in the Google trace results in that the clusters running ML workloads have high load. Section 6.1.4 further evaluates Dawn’s sensitivity to cluster load. On the other hand, data size of subsequent jobs in ML workloads is larger than that in queries as shown in Section 2.2 so that more data locality in ML workloads can benefit from dependent data aggregation in previous jobs.

ShuffleWatcher optimizes each job individually for both map and reduce stages and it results in an obvious improvement over Fair. However, such scheduling in ShuffleWatcher ignores data dependency between jobs, so the dependent data is spread over the cluster. This leads increased network traffic and completion time for all jobs in the subsequent levels. Thus, in the physical cluster, Dawn results in higher throughput (38% and 25%) and lower average WCT (33% and 31%) compared to ShuffleWatcher for two workloads as shown in Figures 11(a) and 11(b) respectively. For cross-rack traffic, although the scheduling in Dawn may sacrifice part intra-job locality as described in Figure 9, the overall cross-rack traffic is still 38% and 32% lower than ShuffleWatcher respectively. In the virtual cluster, Dawn improves throughput over ShuffleWatcher by 34% and 21% for ML and query workloads, respectively.

6.1.2 Cross-Rack Traffic

Figure 12(a) shows the measured cross-rack traffic for input data read in the first level jobs in the physical cluster. The traffic by Dawn is higher than that by Fair and ShuffleWatcher, because the input data is spread over the cluster so that data aggregation inevitably incurs extra network traffic. However, Dawn can reduce the impact of such traffic through aggregating input data during network unsaturated periods.

Figure 12(b) shows the traffic for dependent data transfer in subsequent dependent jobs. The traffic by Dawn is the lowest since the most dependent data is aggregated in the cluster. Thus, data aggregation, which aggregates map tasks and co-locates the tasks with dependent data, incurs significant less network traffic than that by Fair and ShuffleWatcher. In contrast, dependent data by Fair and ShuffleWatcher is spread over the cluster, leading extra network traffic in the data transfer.

Figure 12(c) shows the traffic for intermediate data shuffle in all jobs. Dawn incurs the lowest traffic since it aggregates intermediate data and co-locates most reduce tasks with the data. Note that traffic reduction in dependent data transfer is more significant than that in intermediate data shuffle, because reduce task scheduling is also responsible for maximizing dependent data aggregation that could fail the co-location and incur extra network traffic. Overall, based on data size comparison in Figure 3 and cross-rack traffic comparison in Figure 12, network traffic reduction by Dawn in dependent data and intermediate data is more than the extra traffic in input data read due to data aggregation.

Figure 13 shows the measured cross-rack network traffic of Dawn in the physical cluster. Comparing this profile to that in Figure 6(b), we see that the network traffic with Dawn is relatively balanced. Similar cross-rack traffic, omitted in this paper, holds for the virtual cluster.

Figure 14(a) shows the percentages of ML and query tasks that process input data, dependent data, and intermediate data separately in Dawn. The results show that tasks that process dependent data and intermediate data significantly outnumber tasks that process input data. Figure 14(b) further plots the percentages of tasks that are scheduled during network saturated and unsaturated periods respectively. The result shows that, for tasks that process input data, 79% of them incur extra network traffic since the input data is spread in the cluster. In contrast, for tasks that process intermediate and dependent data, only 11% of them incur extra network traffic due to data aggregation. Meanwhile, 89% tasks that incur extra network traffic are scheduled during network unsaturated periods. 90% tasks that incur no traffic are scheduled during network saturated periods.
TABLE 3
Average completion time (seconds) of ML workload in the physical cluster.

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>K-mean</th>
<th>Bayes</th>
<th>PageRank</th>
<th>MF</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fair</td>
<td>1022</td>
<td>819</td>
<td>792</td>
<td>2194</td>
<td>1752</td>
</tr>
<tr>
<td>ShuffleWatcher</td>
<td>595</td>
<td>485</td>
<td>499</td>
<td>1265</td>
<td>1037</td>
</tr>
<tr>
<td>Dawn</td>
<td>393</td>
<td>321</td>
<td>333</td>
<td>694</td>
<td>562</td>
</tr>
</tbody>
</table>

| Time Reduction Over Fair | 61% | 62% | 58% | 69% | 68% |
| Time Reduction Over ShuffleWatcher | 33% | 34% | 33% | 44% | 45% |

TABLE 4
Average completion time (seconds) of TPC-H query workload with depth larger than 4 in the physical cluster.

<table>
<thead>
<tr>
<th>Query</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>20</th>
<th>21</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fair</td>
<td>139</td>
<td>261</td>
<td>542</td>
<td>425</td>
<td>760</td>
<td>227</td>
<td>80</td>
<td>245</td>
<td>839</td>
<td>151</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ShuffleWatcher</td>
<td>95</td>
<td>198</td>
<td>388</td>
<td>222</td>
<td>643</td>
<td>161</td>
<td>62</td>
<td>177</td>
<td>614</td>
<td>110</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dawn</td>
<td>68</td>
<td>149</td>
<td>260</td>
<td>192</td>
<td>422</td>
<td>122</td>
<td>41</td>
<td>125</td>
<td>421</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Time Reduction Over Fair | 50% | 47% | 52% | 55% | 44% | 46% | 47% | 49% | 50% | 47% |
| Time Reduction Over ShuffleWatcher | 28% | 25% | 32% | 40% | 34% | 24% | 32% | 29% | 31% | 29% |

(a) balancing factor = 0.0. (b) balancing factor = 0.2. (c) balancing factor = 0.4. (d) balancing factor = 0.6.

Fig. 15. Sensitivity to cluster loads of ML workloads.

Fig. 16. The CDF of PageRank workload’s execution time.

6.1.3 Average Workload Completion Time

Table 3 and Table 4 show the average completion time of five ML workloads and query workloads in TPC-H with depth larger than 5 in the physical cluster, respectively. We can see that Dawn performs better on workloads with deeper DAG (e.g., MF and query 8). Also, the performance enhancement on ML workloads is more significant than on query workloads. On average, DAG depth of each ML workload is 13 which is more than the depth of 6 in query workloads. This leads to more data dependencies and gives Dawn more opportunities to excel. Similar results, omitted in this paper, hold for the virtual cluster.

6.1.4 Sensitivity to Cluster Load

Dawn calculates each job’s preferred racks in online plan and then exploits the options among parallel jobs to adapt to the network status. Online plan balancing, i.e., Algorithm 3, is triggered when there are relatively fewer jobs to choose for the rack with free resources. When this happens, Dawn performs only sub-optimally without enough options to exploit in the cluster. In this section, we evaluate Dawn’s sensitivity to load using ML workloads.

The evaluation with default balancing factor is conducted in the virtual cluster and the result is shown in Figure 15(a). For ML workloads, we submit the benchmark based on the exponential distribution and vary the mean benchmark inter-arrival time from 20 to 140 seconds to simulate different cluster load conditions. Note that, we increase input size in this evaluation since the exponential submission pattern is different from the Google trace pattern. In addition, we report the normalized online plan balancing frequency under different loads. The figure shows that the performance improvement brought by Dawn is more evident at higher loads due to the increased network traffic under Fair and ShuffleWatcher. Also, online plan balancing is rarely triggered under high loads since the preferred racks from the original online plan can cover all racks in the cluster (i.e., $P_j > 0$). As the load goes lower, the benefit of Dawn tends to decrease as more network bandwidth becomes available. At the lowest load, Dawn achieves similar performance compared to Fair. In this case, frequent online plan balancing is performed, catering for better cluster resource utilization and job parallelism. Results also show that ShuffleWatcher is sensitive to the load of cluster.

To examine the impact of the factor $b$, we set it to several nonzero values (i.e, 0.2, 0.4, 0.6) and evaluate Dawn’s sensitivity to load respectively. Figures 15(b) 15(c) 15(d) show that, during high cluster loads (20 to 80 seconds), the balancing frequency increases when the factor value increases. This is because a larger factor value leads to a looser condition in Algorithm 3 to balance the online plan. Meanwhile, the throughput decreases when the factor value increases as a larger factor results in more sub-optimal scheduling so that jobs are not scheduled to their preferred...
mediate data shuffle reduction on Apache Tez compared to disks compared to MapReduce, shifting the bottleneck towards the network side. Therefore, Dawn shows an even bigger advantage.

The result shows that the 99th percentile workload completion time decreases when the factor value increases. Therefore, when the workload execution time is constrained by the predefined deadline, we choose a nonzero value for the factor. There is an inverse correlation between the factor value and the deadline value. When we aim to improve the overall cluster throughput instead of meeting workload execution time constraint, we empirically set balancing factor to 0.

6.1.5 Overhead
The overhead of Dawn comes from three sources: online plan update, network monitor, and adaptive task scheduler. Online plan uses enumeration method to solve the optimization problem. The RPC communication in network monitor uses a bitvector to indicate network status. Algorithms 1 and 3 in adaptive task scheduler also have low time complexity. To better understand the overhead, we measure the time cost on these three components in two clusters as shown in Table 5. Overall, the overhead is 32.9 and 25.9 seconds for all ML or Query workloads in the physical cluster. For each ML workload, the average overhead is about 0.06 second that is negligible compared to workload execution time shown in Table 3. Similar result holds for each Query workload. Also, the overhead of online plan update and adaptive task scheduler in the physical cluster is larger than that in the virtual cluster since more workloads are submitted to the physical cluster.

<table>
<thead>
<tr>
<th>Overhead</th>
<th>Physical cluster ML</th>
<th>Queries ML</th>
<th>Virtual Cluster ML</th>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online plan</td>
<td>13.9</td>
<td>9.1</td>
<td>11.1</td>
<td>7.3</td>
</tr>
<tr>
<td>Monitor</td>
<td>9.2</td>
<td>9.8</td>
<td>8.9</td>
<td>8.5</td>
</tr>
<tr>
<td>Scheduler</td>
<td>9.8</td>
<td>8.9</td>
<td>8.5</td>
<td>5.6</td>
</tr>
<tr>
<td>Total</td>
<td>32.9</td>
<td>25.9</td>
<td>28.3</td>
<td>21.4</td>
</tr>
</tbody>
</table>

6.2 General Jobs with Multiple Stages
We ran the workloads on Apache Tez engine with TPC-H queries to evaluate Dawn’s performance on general jobs with multiple stages in the virtual cluster. Note that ShuffleWatch only supports MapReduce framework, so we compare Dawn with Fair in this experiment.

Figure 17(a) shows Dawn’s improvement over Fair under three metrics. From the figure, we see that Dawn is 48%, 39%, and 47% better than Fair in throughput, average WCT and cross-rack traffic respectively. Moreover, compared to the same TPC-H query workloads running on MapReduce framework, the overall improvement on Apache Tez is higher. This is because Apache Tez optimizes the data transfer on disks compared to MapReduce, shifting the bottleneck further towards the network side. Therefore, Dawn shows an even bigger advantage.

Figure 17(b) compares the cross-rack traffic in different stages. The result shows that Dawn achieves more intermediate data shuffle reduction on Apache Tez compared to MapReduce framework. This is because Apache Tez contains multi-stage tasks, so more intermediate data shuffle in subsequent stages can benefit from data aggregation in previous stage.

For the performance evaluation on non-dependent MapReduce jobs, please refer to the supplemental material.

6.3 Discussions
The targeting workload of Dawn is one that contains dependent jobs. For instance, ML and complex query workloads implemented through MapReduce framework have jobs exhibiting multiple levels of dependencies. In those workloads, the input data is processed by the first level jobs and then transmitted among the subsequent dependent jobs so that the communication traffic is non-negligible.

Data aggregation in Dawn is a good performance choice for these workloads since Dawn is aware of network status. For a job in which data aggregation causes extra network traffic, Dawn can reduce the impact of such traffic through scheduling this job during network unsaturated periods.

ML and query workloads can also be implemented through other computing frameworks, such as Spark [37]. Such an implementation only contains one job with multiple stages [38]. Data aggregation may not be able to improve the performance. In the future, we plan to augment Dawn for Spark implementation.

7 RELATED WORK
Improving data-locality in big data clusters has become the focus of several recent works. The techniques in Dawn are related to the following research.

Task placement techniques: Techniques like delay scheduling [10] try to improve the locality of individual tasks (e.g., maps) by scheduling them close to their input. iShuffle [39] reduces the time cost of remote data transfer through pro-actively pushing map output data to nodes via a novel shuffle-on-write operation. FlexMap [40] schedules reduce tasks to the machine that stores most intermediate data to avoid inter-machine shuffling.

ShuffleWatcher [3] achieves better map or reduce locality within a single MapReduce job. Compared to ShuffleWatcher, Dawn’s main novelty lies in its dependency awareness, and its technical contributions in the online plan and the adaptive task scheduler. Specifically, in its online plan, Dawn determines the preferred task locations by considering inter-job data dependency. In its adaptive task scheduler, Dawn designs an online plan balancing algorithm that can avoid hotspots and idle racks.
Carbyne [41] and Graphene [42] aim at jobs that have a complex dependency structure and heterogeneous resource demands. In former work, jobs yield fractions of their allocated resources that are rescheduled to improve performance and cluster efficiency. The latter one first schedules troublesome tasks and then schedules the remaining tasks without violating dependencies so as to improve job completion time and cluster throughput. However, these two works focus on intra-job task dependency and their techniques cannot be applied to inter-job data dependency. For instance, Graphene schedules tasks based on task characteristics including task input size, task resource requirement and task execution time. Such task level scheduling strategy cannot be applied to job level, because the basic scheduling unit in Yarn (e.g., Yarn container or Hadoop slot) can run one task only. Graphene is unable to schedule an entire job at a time in Yarn clusters.

Input data placement techniques: The study in [43] proposes a grouping-blocks strategy for Hadoop systems. Such strategy can greatly improve both map and reduce locality. Corral [32] tries to coordinate input data placement with job task placement so that the most jobs can be run entirely on one rack with all their tasks achieving rack-level data locality. The Corral improves job performance upon Fair and ShuffleWatcher as it separates large shuffles from each other and reduces network contention in the cluster. However, for a large DAG, it is trivial that Corral needs to utilize extra network to offline aggregate input data for every job. In contrast, Dawn can dynamically aggregate dependent input data for each job and co-locate the task with data without offline operation.

Data replication techniques: HDFS randomly stores 3 replications of each input block across the entire cluster to be fault-tolerant and improve data locality [1]. Scarlett [44] proposes a proactive replication design that periodically replicates files based on predicted popularity. DALM [45] accommodates data-dependency in a MapReduce framework and proposes a dependency-aware replication strategy for general real-world input data that can be highly skewed and dependent. Unlike Dawn which is the online scheduler, the offline extra replications in these techniques, however, require more disc to store data and network to transfer data.

Moreover, our results show that Dawn not only significantly helps the jobs with dependency, but also improves the performance of jobs without dependency.

In future work, we plan to extend Dawn to other computing frameworks (e.g., Apache Spark).
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